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1. Discrete-time determinantal
processes in RMT
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Example 1. Sums of independent GUE(N) matrices

o GUE(N):

N
P(H)dH = const e =™ [[ dH;; [[ dHEdH!

JON
i=1 1<i<j<N

where H* = H, N x N, H;; = HiR;' + "Hil,j'

o Set H) = Hy + ...+ H,; Hy, ..., Hi-independent
GUE(N) matrices.

° <x1(l), .. 7x,(\,l))—eigenvalues of H).
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The sum matrix process

| (discrete time)

@ O @ @ @ r

@ ® 060 O

N eigenv. of H® =H, +H, + H,

o o o o o .
\ eigenv. of H® =H, + H,

oo o o o,

eigenv. of H® = H,
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Configurations
{(")=11<j<n}

form a determinantal point process on N x R. Its correlation

kernel can be written as
1 _(x=y)?

KN(r7X;57y):_ 1 1 € 2(s_yr)]-s>r

22(s —r)am2

e’éj 21 s rnk b% y

s 2
+ d (—) H H ,
(2775)% pard k! \4s , (2%/*%) , 2%5%

where {Hy(x)},—, are the Hermite polynomials.



Example 2. The minor process (Johansson, Nordenstam)

HY = H, : H® = ' ' :
° L1 H2,1 H> 5

Hl,l H172 H1,3
H(3) = H271 H272 H273 Yoo
H3,1 H3,2 H373

o H) ¢ GUE(I);
° <x1(1), . .x,(l)>—eigenva|ues of H().
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The minor process

| (discrete time)

e o o o o,
® o o o

o o o
\eige v. of H® R
O

R
\eigenv. of H (2>’

\eigenv. of H®
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Theorem (Johansson, Nordenstam)

o Point configurations
{(xMp=11<i<n

form a determinantal point process on N x R.

e Its correlation kernel can be written in terms of
the Hermite polynomials.
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2. Product matrix processes
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°G/:(gi(,j') c 1e{l,2,...};

) 1<i<n+y,
1<j<ntv_q

gl.(j/.)-complex random variables; 1y = 0; v, > 0.

o Y)=(G/-...-G1)" (Gs...G)-n X n matrix;
(¥4, -..,y))-eigenvalues of Y.

o Configurations {(I,y/) 1>1,1<j< n} form
a product matrix process.
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The product matrix process

| (discrete time)

e o o ® ®
|]Q+

o o o o ®
|]Q+
e @ o o o
“eigenv . of (G,G,G,) (G,G,G,) '
® o
\elgenv of (G,G,) (G,G)) ’

e o © ® ®

R

L .
-eigenv . of G,G,
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Assume that g,.(dl.) are i.i.d standard complex Gaussian variables.
Then the product matrix process is determinantal. Its

correlation kernel can be written as
Y
X

Mu+vy+1)T(t—n+1)xty—u-t
/ du dt ,
HJO (t+vy;+1)T(u—n+1) u—t

———/oo

1 —
—r,0
K,(r,x;s,y)=—=G;."
1 0.s—

’ ’ x 5 Vst1, ---5 Ur

7*+IOO

where G0 B x | denotes the G-Meijer
Om \ v, ..., Unm

function.
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The integration con

urs
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(a) If r = s =1, we obtain the correlation kernel for the
Laguerre ensemble

n
const - Hx}’le_x" A% (xq,...,X,)dxy ... dx,
i=1

where A (xy,...,x,) = [ (x5 —x).

1<i<j<n

(b) If r = s = m, we obtain the correlation kernel for the
(squared) singular values of G, -...- Gy, where Gy, ..., G, are
independent matrices with i.i.d standard complex Gaussian
entries (Akemann, Ipsen, Kieburg; Kuijlaars, Zhang).
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Product matrix processes with truncated unitary matrices

e Uy, Us, ..., Up-independent Haar distributed unitary matrices;
o Size (Ux) = me x my, 1 < k < p.
e Truncation of unitary matrices:

k k k (k)
RV I Ui yn - U,
0 (*) *) *)
U, = U’(Hf)l’kvl T Uﬂ+Vk,n+Vk_1 Un+uk,n+uk,1+1 s Un+uk,mk
k= U(k) U(k) U(k) U(k)
ntvi+1,1 T n+v+1,n+vg_q n+v+1,n+vg_1+1 T ntv+1,my
P K K (k)
U’("k):l T U'(77k)7"+Vk—1 Ur(nk),nJruk,lJrl s Umkamk
k k
vl Ul
— Tk = :
(k) (k)
Un+uk,1 e U’7+Vk:n+l’k—l
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o Y, =(T;...T))" (T;... T1) -n X n matrix;
(¥4, ..., y.)-eigenvalues of Y.

e Configurations {(l,yj’) [>1,1<j< n} form a product

matrix process with truncated unitary matrices.
e Claim. The product matrix process with truncated unitary
matrices is determinantal. Its correlation kernel can be written

as
y) 1s>r
X

[IT (s +C+1) H M(me—ntt+1) oy

1 a—0 a=
+ o d¢= 5
(2m7) j{ j{ [IMatt+ ) IF(m—n+cr1) & °

C C
! ¢ a=0 a=0

My —n, ..., mMg—n

Kn(r7X;S7.y) _7Gss rr_?r<

Vril, N 2

e r = s - Kieburg, Kuijlaars and Stivigny formula.
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The integration contours

E. Strahov Department of Mathematics, The Hebrew University ¢  Product matrix processes



3. Product matrix processes as

continuous limits of the Schur
Processes
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Symmetric functions

o A-algebra of symmetric functions.

e The quotient

n

An—j
det (x,ﬁn J)
ij=1
A\ N
det (XI-"_J>
ij=1

is called the Schur function in variables xq, ..., x,
corresponding to the Young diagram A, and {s,} is a
basis in A.

e A specialization p of A is an algebra homomorphism of A
to C. A specialization g of A is called nonnegative if the
Schur functions get nonnegative values.

S)\:S)\(Xl,...,Xn)Z
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Let p be a natural number, and let of, ..., Q;“_l, 01 - 0p
be nonnegative specializations of A. The probability measure

Prob ()\(1)7 ,u(l), o ’/\(P—1)7 ,u(p_l), )\(p))
1

N ZSchur
- S\(p-1) /1) (Q;_l) SAP) /up—1) (Q;L_l) Sx(p) (Q;)

s\o (08) S\ /() (01) S\@) /() (1)

is called the Schur process (of rank p). Here Zg ., is 2
normalization constant.
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The point configurations

coy={(1 A=} v o{(pAP-1)}

i=1
define a point process on {1,...,p} x Z.

/l(zp) ) /ﬁp) -1

7040—0+Hr*L***Z
4+F——k—f—f—z

©2
o000 00— o *~— .Z

ﬂ(zl) ) j—il) -1

—o e 00— ¢ 0 0 ¢

Z
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The Okounkov-Reshetikhin formula

The point process is determinantal. Its correlation kernel can be
written as

Kschur (1 x5, ¥)

N L
(2ri)? 7{ 25 j[ wYtlzw —1r=1

P
S ITH (Q}L;Z_l) ITH (o7 iwt

where H (o; z) := §0 hi(0)z¥, hi(0) := sk (o)
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parameters r, s:

The choice of integration contours depends on the time
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Product matrix processes as limits of the Schur process

@ Assume that the specializations of the Schur process are
defined by

o1 = (e_(H”f)i o e_("’f_")e) ,1<j<p,

0p = <1, e ..., e_("_l)ﬁ) ,

and all specializations o7 ,. .., 0p_1 are trivial.

@ Then the Schur process lives on Young diagrams with less
than n rows.
@ Set

(N
)(J.(I)(e):e_e)‘J' 1< <n 1< I<p.
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. [}
le (g) —e (») Xp( ) _ e_gjép) an(g) _ e_gzgp)
') ') I} 9 9
') ') I} Y 9
Ke)=ed e =e ™ Ke)=e
L L L ] L]
1
x(e)=e4 xX(e)=e* Xi(e)=e*
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As ¢ — 0, the point process formed by

{(j,x{(e))j:L...,p;i:1,...,n}

i U .
(where x!(€) = e“N") converges to the product matrix process
with truncated unitary matrices Ty, ..., Tp. The product matrix
process is formed by the eigenvalues of

(T/-...- Tl)*-(T/-...- Tl), where 1 < /Sp.
m, n
m, U1 — Tl n+v,
m, n+v,
m | U, s | T, |n+n
m, n+v,,
My Up N Tp n+v,
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4. Product matrix processes as limits
of plane partitions
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Plane partitions

Definition

A plane partition Tl with support A X B is a filling of all boxes of
A x B by positive integers such that I1; ; > ;11 ; and
Mij > jy1.
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A plane partition as a sequence of Young diagrams

5 10 40 8 40 0
YA A
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Product matrix processes as limits of plane partitions

@ Assume that I is a random plane partition with support
Ax B,

quIume(n)

Prob {I} = ) qulume(rl) ’
n

0<g<l

(Here the sum is over all plane partitions with support A x B.)

o (MM, X®) .. )-sequence of Young diagrams associated with

.
1<ar<...<ap <A qg(e)=e"¢ €e>0.
Set

i —e)\(.ai) : :
xj(e)=e Y ,1<j<B,1<i<p.
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The particle configuration associated with a random plane

partition

ap) _ ) A(ap)

o (e)= (o) = le)=e
1 p . ) . R,
. * 0 . o R,

l(“z) -

A . ¢ . . o R,
Ja 2 TR | . .0 R,
1o . — o o Ro

_glas _la) ’
He=e " k=g e
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As ¢ — 0, the point process formed by

. (o)
{(i,xf(e):e_e’\f > izl,...,p;jzl,...,B}

converges to the product matrix process formed by eigenvalues of
(Ty...T1)" (T;... T1), where 1 </ <p,and Ty, ..., Tjare
truncated unitary matrices.

A+B B

A+B| U | — | T, [A+B+l-q

A+B+l-o A+B+l-o

A+Btl-a |, T, |A+B+l-q,

A+B+l-a,| U — | T, [p+B+l-g,

A+Btl-a,, A+B+l-a,,
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5. Product matrix processes and last
passage percolation problems
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Up/right paths through arrays of random variables

A
P —_ (7P, .
m -n-v T _(T Ip+J )]sipsmp—n—vp‘:lsjsn
p p
>
7
@) _(71®@. .
m,-n-v, T _(T 12:] )]sizsmz—n—vzv]sjsn
_n- @ _ (7O, .
M=N-v | ¢ T _(T '1'J)Ki15m1—n—v1,]$jﬁn
L

n
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The last passage time

T 7@ . TP)_p arrays of independent random variables;
S|ze(T )) = (m1 —n—uv1)Xn,...
size(T(P)) = (mp, — n—v,) x n.
@ [l-set of up/right paths from (1,1) to (n, K),
K=m—-n—-vi+...+mp—n—up.
@ The last passage time 7 , from (1,1) to (n, K) is defined
by

(N
T n = max 2:2: TiJ
I=1 (ij.j)em

° T,.EQ is the exponential random variable with the parameter
(vi+i+j—1), where1 </ <p,1<i<m—n—uv,and
1<j<n.
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Assume that as n — oo, mj —n — oo, for j =1,...,p. Then

p
n||_>n;o Prob ¢ Tk n < logn + Z log (m; — n) —logs

j=1
=det|1-K ,
L2(0,s)

where the kernel K(x, y) of K is the Kuijlaars-Zhang hard edge

scaling limit for the product of p independent Gaussian
matrices,

1
7§+IOO

1 s+vj+1)sinms xty s71
K = dt ! :
(.¥) (2mi)? / / Hr(t+uj+1)5|n7rt s—t
1

—5—ioo
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